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UGV Navigation in ROS Using Lidar 3D
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This paper addresses to give a step more forward the achievement of robust Unmanned Ground Vehicles (UGVs), which can drive in urban environments. More specifically, it focuses in the management of a four wheeled vehicle in ROS using mainly the inputs provided by a Lidar 3D. Simulations are carried out in ad-hoc scenarios designed and run using GAZEBO. The vehicle and the Lidar sensor physical models have been added to the simulation environment in order to get a higher degree of reality. Navigation tests will be provided in the final version.

1 Introduction

Unmanned Ground Vehicles (UGVs) are becoming more and more used every single day. They can carry out lots of different tasks with no human supervision, achieving lower costs or working in areas where it would be dangerous for humans to work in. Those are the reasons why they are commonly used in industrial environments.

Industrial applications have a particularity, which makes easier the management of these vehicles, the environment is controlled. According to the guided systems the unmanned vehicles use, they can be classified as shown in Fig. 1.

In other applications where the environment is uncontrolled the sensors and manage systems should be more complex to ensure success in the vehicle autonomous management. This is our approach, because our goal is the UGV navigation in urban scenarios.
In this work, an UGV is managed through ROS using a LIDAR 3D sensor. This management is carried out in GAZEBO, a simulator where the needed models have been built.

![UGV Diagrams](image)

Fig. 1: (1) Laser UGV (2) Magnetic UGV (3) Dual UGV (4) Rail guided UGV (5) Optical band UGV.

The reason why GAZEBO world has been build is to create a virtual reconstruction of real scenarios, where testing the perception and vehicle management systems. Virtual simulations are usually used in the first implementation steps of autonomous vehicles. It allows us to test the developed systems as many times as needed in a safety way with reduced costs.

The sensor used to be mounted in the vehicle is the VLP-16 (Velodyne Lidar Puck). It creates a 360° 3D images using 16 laser/detector pairs mounted in a compact housing. The housing rapidly spins to scan the surrounding environment. The lasers fire thousands of times per second, providing a rich, 3D point cloud in real time.

VLP-16 includes the following characteristics:
- Horizontal Field of View (FOV) of 360°
- Rotational speed of 5-20 rotations per second (adjustable)
- Vertical Field of View (FOV) of 30°
- Returns of up to 100 meters (useful range depends on application)
2 State of the art

Nowadays, an interesting research line is the development of unmanned robotic systems. This target has multiple different purposes such as goods transportation, people transportation, etc.

These robots can be classified in 3 different categories: UGVs (Unmanned Ground Vehicles) (Lane, 1991), UAVs (Unmanned Aerial Vehicles) (Faessler, 2015) and UUVs (Unmanned Underwater Vehicles) (Eren, 2016).

Perception systems make possible unmanned vehicles. They let the vehicle know how the environment around it is and if there is any object around them. These perception systems can consist on several sensors such as cameras (Ahmed, 2007) or laser (Liu, 2015).

There are different types of 2D and 3D laser sensors. Comparison shows the advantages that 3D laser sensors provide (Nieuwenhuisen, 2015).

Navigation systems are also necessary to complete the intelligence of Unmanned Vehicles. Their target is to plan trajectories avoiding obstacles or hurdles found in the vehicle’s way (Aeschimann, 2105) (Quigley, 2009).

In this work several platforms has been used to develop the system which manages the autonomous vehicle such as ROS (Quigley, 2009 and GAZEBO (Roberts, 2003).

Different works can be found where these platforms have been used for similar purposes such as (Gupta, 2015) but there is no work that joins the power or both platforms with LIDAR 3D sensors, GPS, cameras and IMUs.

3 Work description

The steps which have been tackled to get the final goal are the following ones:

- Build a proper GAZEBO world to run the simulations.
- Build the UGV model with the sensor attached to it to make them move in solidarity.
- Prepare a ROS node which depicts the information obtained through RVIZ.
- Develop a management system which drives the car using the available information.

A general scheme of our system architecture is shown in Fig. 2.
3.1 Simulation world

The world is the environment where the UGV will be managed. To build it a grass plane has been used as base of the world. Different models from the DRCSim GAZEBO version have been added to the base. The models used are the ones which are shown hereafter:
Furthermore, curbs have been added along both sides of the road. These curbs have been added in ten sections, one on the right, another one on the left of each section and two more at the start and at the end. The length of these curbs depends on the length of each section. Fig. 4 shows a picture of our simulation world.
3.2 UGV model

The Vehicle used is the DRC Vehicle, which can be found in the DRCSim GAZEBO version. Its model has been modified to add to it the VLP-16 (Velodyne Lidar Puck). After adding the model different constraints have been defined to make the VLP-16 move in solidarity with the Vehicle.

![Fig. 5. (1) DRC Vehicle. (2) DRC Vehicle + VLP-16.](image1)

3.3 RVIZ sensors representation.

In Fig. 6 the real world simulation and the VLP-16 are depicted. Here it can be seen that the useful range is quite big while obtaining high precision.

![Fig. 6. (1) Real world simulation. (2) VLP-16 detection depicted RVIZ.](image2)
3.4 Navigation system.

A ROS node has been implemented to manage the UGV. It receives information of the environment provided by the sensors and information that shows the state of the DRC Vehicle such as position and speed.

All this information is processed and used to act in the control systems of the UGV managing the hand wheel, the gas pedal, the brake pedal, etc. Control architecture will be included in the trial version of the paper.

4 Experimental results

Experimental results consist on navigation text on the designed world in an autonomous way avoiding static and moving obstacles. We are working on it and they will be included in the final version.

5 Conclusions

The work presented in this paper addresses to achieve the management of an UGV in an urban scenes using ROS. It provides as novelty the jointly use of ROS, GAZEBO and a Velodyne sensor. Currently we are working in the control system, which is the reason why control architecture, experimental results and conclusions will be completed in the final version of the paper.
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A novel pedestrian motion prediction technique is presented in this paper. Its main achievement regards to none previous observation, any knowledge of pedestrian trajectories nor the existence of possible destinations is required; hence making it useful for autonomous surveillance applications. Prediction only requires initial position of the pedestrian and a 2D representation of the scenario as occupancy grid. First, it uses the Fast Marching Method (FMM) to calculate the pedestrian arrival time for each position in the map and then, the likelihood that the pedestrian reaches those positions is estimated. The technique has been tested with synthetic and real scenarios. In all cases, accurate probability maps as well as their representative graphs were obtained with low computational cost.

1 Introduction

Nowadays, the need of improving the surveillance and security systems in critical infrastructures has led to develop novel strategies that minimize security weaknesses and provide solutions for responding efficiently and on-time to potential threats. In this sense, human motion prediction arises as a powerful tool to enhance the detection capabilities and reaction in possible presence or approximation of intruders to restricted or vulnerable locations. For these reasons, in this paper a novel approach for pedestrian motion prediction that can be used in any given scenario with the minimum requirements of situational information is presented.

Most of previous work on pedestrian motion prediction has been focused on identifying motion patterns from previous observations, and then,